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Abstract
The S-choker is a system that can help vocal management by deciding the vocal condition in real time for professional voice users. To evaluate the vocal state based on the S-choker, we should know whether the voice is used or not. Therefore we propose the user-centered classifier that values the voice usage based on the S-choker for professional voice users. The proposed classifier enables real-time learning by utilizing the S-choker data from users. To develop the classifier, we collect sensor data from the S-choker and then apply naive Bayes classification algorism with the received data. The S-choker app can determine whether a user is speaking or not with learning results.
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I. Introduction
Professional voice users need a vocal management system because they are exposed to the vocal cord diseases, such as colds, sore throat, vocal cord nodules[1]. The S-choker[2] is a system that can promote vocal status by deciding the vocal condition in real time for professional voice users. The S-choker consists of a choker-type device and a mobile app. It can evaluate the vocal state of the user based on biological signals by measuring heart sensor, GSR sensor, EMG sensor and microphone sensor.

To evaluate the vocal condition, we should know whether the voice is used or not based on the S-choker. However, there is no research to find out whether the sound is used or not by using biosensors. It is necessary to develop a user-centered classifier for voice usage because biological sensory data is different according to each user. Also, we need to build a server that can efficiently manage big data from physiological sensors of the S-choker. Mainly it is essential that we develop a user-centered classifier for vocal usage. The user-centered classifier should learn and manage sensor data according to different characteristics of each user.

Therefore we propose the user-centered classifier that evaluates voice usage based on the S-choker for professional voice users. The proposed classifier enables real-time learning by utilizing the S-choker data from users. The designed S-choker sends measured sensor values to the S-choker app. The S-choker app generates the HBT ontology[3] by integrating sensor values and user’s profile. Then the HBT ontology transfers to the designed HBT server. The HBT server decides to determine voice usage and vocal condition of each user based on learning algorism. 

To develop the classifier, we collect sensory data from the S-choker and then apply naive Bayes classification algorism[4] with the received data. The S-choker app can determine whether a user is speaking or not with learning results. Also, it shows voice usage condition, and then a user can monitor the status with a result graph.
II. The Proposed Classifier
Fig. 1 describes a diagram of the proposed classifier. The S-choker measures sensor values around user’s neck. The measured data is sent to the S-choker app through Bluetooth. The S-choker app parses sensory data and integrates user’s profile to generate the HBT ontology. The made data transfers to the HBT server by HTTP communication. The HBT server saves the data in the database of the S-choker. The learning algorism module performs learning by using sensor values and then recognizes the voice usage condition. The recognition result is transferred to the Alarm Message Print Module in the S-choker app. The S-choker app can help to manage the vocal state of a user by using alarm messages.
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Fig. 1 A diagram of the proposed classifier.
Fig. 2 describes the HBT ontology generated in the S-choker app. The user’s profile information saved in the Head ontology. The user’s profile information has a user ID, gender, age, and Job. The gender and age of a user have a difference in acoustic phonetics at the fundamental frequency[4]. Especially professional voice users are more likely to experience vocal diseases than non-professional voice users[5]. So, we should save this user’s profile information. The sensor values are kept in the Body ontology. Also, the recognition results and the accuracy are saved in the Tail ontology.
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Fig. 2 The HBT ontology generated in the S-choker app.
We develop a prototype of the proposed classifier. The developed classifier performs learning based on collected sensory data from the S-choker. We collect the S-choker data when a user speaks, or dose does not speak in a different situation. Used situations are a quiet environment(35.3dB), a normal environment(61.3dB), and a noisy environment(85.6dB). We make 55 training data set and 10 test data set by sampling the collected data from different situations. We apply the gaussian naive Bayes learning algorism. Equation 1 is used for a learning of the developed classifier. [image: image3.png]


 represents each sensor value that is measured by heart sensor, GSR sensor, EMG sensor and microphone sensor.  [image: image4.png]v,



 has label 0 and 1. The label 0 means that a user does not speak and the label 1 means the opposite.
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We evaluated the developed classifier with a test data set after learning with a training data set. In a quiet environment, the learning accuracy was 100%. However, in a typical situation, the learning accuracy was 80%, and in a noisy environment, it was decreased to 70%. Therefore, we find that the S-choker system needs a filter that calibrates background noises in the noisy environment. Also, we know that it requires a calibration process to compensate errors in biological sensor values.

The classifier can recognize voice usage of the user in real time by applying the S-choker app. Fig. 3 describes a screenshot of the S-choker app. If the S-choker app recognized when a user said, it displays a red pictogram. If the user does not speak, it presents a black pictogram. Moreover, the S-choker app shows graphs about sensory data of the S-choker.
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Fig. 3 A screenshot of the S-choker app
III. Conclusion
In this paper, we proposed the user-centered classifier that evaluates the voice usage based on the S-choker for professional voice users. The proposed classifier builds the HBT ontology and estimates the voice usage in real time. Also, it can help to manage the vocal condition of the user by sending evaluation results to the S-choker app. The proposed classifier performs learning the S-choker data. By using the proposed classifier, we collected the S-choker data from each user in various environments. We applied this classifier to the S-choker app; then a user can monitor vocal condition by oneself. In the future, we will implement a learning system that can process the HBT ontology in real time to improve a learning accuracy.
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